
Volatility in the natural gas markets can be linked to large temperature variability over the 

United States in recent winters.
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N	atural gas is one of the primary sources of 
energy in the United States. About half of the 
nation’s households use natural gas to heat their 

homes (U.S. Energy Information Administration 
2012). Commodity prices for natural gas become 
particularly volatile during the peak heating months 
of December–February, when temperature fluctua-
tions can have large impacts on heating demand. The 
sensitivity of natural gas markets to weather was 
unmistakable in the winters of 2011/12 and 2013/14. 
Unusually warm temperatures in 2011/12 suppressed 
demand and drove natural gas prices downward, 
whereas the reverse happened in 2013/14. This study 
will examine the relationship between weather and 
natural gas during these two winters. We will use these 
examples to illustrate how energy meteorologists and 
traders use weather and climate data to inform their 
actions in the market.

Natural gas is traded as a commodity on both 
the Chicago Mercantile Exchange (CME) and the 
Intercontinental Exchange (ICE). Although numer-
ous natural gas contracts exist, the most common 
is the Henry Hub natural gas price. Henry Hub is a 
major pipeline junction in Louisiana, and the quoted 
price is that of delivery at the hub in terms of dol-
lars per million British thermal units (mmBTU). 

One mmBTU is equivalent to about 1000 cubic feet 
(28.3 m3) of natural gas and is enough to heat an 
average home for 4 days. The prices quoted in this 
study will be Henry Hub futures contracts with the 
earliest delivery date (i.e., the price for delivery in the 
calendar month following the trade date). Natural 
gas producers trade futures contracts of Henry Hub 
natural gas to hedge their risk against market vola-
tility from weather-driven fluctuations in demand. 
Many traders also speculate in the market to profit 
from market inefficiencies.

Numerous forces impact the price of natural gas 
on a variety of different time scales. For example, the 
advent of high-volume hydraulic fracturing has sig-
nificantly increased the available supply of natural gas 
(Turcotte et al. 2014). This increased supply has driven 
prices downward, although it has been constrained 
somewhat by the lack of new pipelines to deliver the 
supply to consumers (Philips 2014). Another external 
force on the market is the interplay between prices 
for natural gas and other energy sources (Mjelde 
and Bessler 2009; Joëts and Mignon 2012; Pettersson 
et al. 2012). Many electricity companies have the abil-
ity to change their production portfolio as seasonal 
prices fluctuate. The recent drop in natural gas prices 
has made natural gas more competitive with coal, 
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oil, and nuclear energy for 
electricity production. As 
a result, more utilities are 
using natural gas to pro-
duce electricity and retiring 
plants that use other fuels 
(U.S. Energy Information 
Administration 2012). This 
“gas for power burn” natu-
rally increases demand for 
natural gas until the price 
rises to equilibrium with 
other fuels.

The largest day-to-day 
volatility in natural gas 
prices has been weather-
driven demand, which var-
ies by season and region 
(Linn and Zhu 2004; Mu 
2007; Brown and Yücel 
2008). The shift toward 
natural gas as an electricity source has also increased 
the sensitivity of prices to summer temperatures in 
the southeastern and south-central United States. 
However, the greatest weather-related sensitivity still 
occurs during December–February. During winter, 
natural gas prices are sensitive to temperatures in 
the northeastern quadrant of the country roughly 

bounded by Chicago, Illinois; Boston, Massachusetts; 
and Atlanta, Georgia (Fig. 1), commonly referred to 
in the industry as the Midwest–East or the consum-
ing East.

Many traders are particularly interested in tem-
perature forecasts at horizons of 2–4 weeks. Monthly 
futures contracts are naturally forward looking, as 
they are related to the actual or “spot” price of natural 
gas weeks or even months later. Weeks 2–4 are also 
critical time scales for natural gas producers. They 
can adjust their drilling operations and the prices for 
natural gas from the wellhead into the pipelines based 
on the anticipated demand 2–4 weeks later, when that 
natural gas will be consumed.

Forecasts from global dynamical models play a 
major role in the natural gas markets. These forecasts 
are widely available either directly from the forecast 
centers or through numerous weather vendors (i.e., 
private companies), so the markets respond quickly to 
how the forecast temperatures would influence natural 
gas demand. Large fluctuations in price can happen 
when the temperature forecast, especially for days 
6–15, changes significantly from one model run to the 
next. The price of natural gas is often most volatile 
when the 1200 UTC forecast models are released. That 
is the only model cycle that is disseminated while 
the markets are open. Traders watch and react as 
each model run is released: the National Centers for 
Environmental Prediction (NCEP) Global Forecast 
System (GFS) at around 1015 eastern standard time 
(EST), the NCEP Global Ensemble Forecast System 
(GEFS) at around 1045 EST, and the European Centre 

Fig. 1. Outline of the Midwest–East region used in this study to focus on the 
region where temperatures have the greatest effect on natural gas demand.
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for Medium-Range Weather Forecasts (ECMWF) 
deterministic model at around 1400 EST. Speed is 
crucial to weather vendors that provide these forecasts 
to traders because prices react as each individual fore-
cast hour is released for a given model. If one vendor 
can anticipate or distribute those forecasts faster than 
other sources, then their clients can profit by making 
their stance in the market before others have access 
to that information.

Dynamical model forecasts have limited skill 
beyond 1–2 weeks (Hagedorn et al. 2008; Saha et al. 
2006, 2014), but longer-range forecasts are still priced 
into the market. Savvy traders can profit if they have 
access to better forecasts because the market will 
move toward the observed temperatures as the lead-
time decreases. Traders often work with energy me-
teorologists since human forecasts are generally more 
skillful than those from dynamical models (Roebber 
and Bosart 1996; Novak et al. 2014). The improve-
ment in skill comes from a combination of forecaster 
experience and leveraging teleconnections, especially 
from the tropics and the Arctic. Teleconnections 
represent low-frequency systems that have life cycles 
extending beyond the predictive skill of many models 
(Van Oldenborgh et al. 2003; Saha et al. 2006). Energy 
meteorologists use the current states of these telecon-
nections in statistical models or simply examine com-
posite temperature anomalies based on analogous 

past events. Comparing these composites with the 
dynamical model forecasts is one way that meteo-
rologists estimate the reliability of those forecasts. 
A critical component for making these composites 
or statistical models is having access to datasets like 
NOAA’s climate data records (National Research 
Council 2004), which are long enough to identify a 
large sample of past events and also have sufficient 
homogeneity to ensure data consistency between 
those events. The primary tropical teleconnections 
are the El Niño–Southern Oscillation (ENSO) and 
the Madden–Julian oscillation (MJO). Key Arctic 
teleconnections include the Arctic Oscillation (AO), 
the North Atlantic Oscillation (NAO), Eurasian 
snow cover, and stratospheric temperature and wind 
anomalies.

ARCTIC TELECONNECTIONS. Two of the 
leading modes of low-frequency variability in the 
Northern Hemisphere circulation are the AO and the 
NAO (Barnston and Livezey 1987). These modes are 
correlated with each other (Thompson and Wallace 
1998; Ambaum et al. 2001), and they are also both 
positively correlated with Midwest–East tempera-
tures (Higgins et al. 2000, 2002). The AO is related 
to the strength and orientation of the circumpolar 
jet. When the AO is positive, the jet is stronger and 
more zonal, which confines the coldest air to the 

Fig. 2. NCEP–Department of Energy (DOE) Reanalysis-2 (Kanamitsu et al. 2002) 500-hPa geopotential heights 
(contours) and anomalies relative to 1981–2010 for Dec–Feb (a) 2011/12 and (b) 2013/14. Contours are drawn 
every 80 m.
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Arctic region. Conversely, negative AO is associated 
with higher-amplitude waves in the jet and generally 
colder temperatures over the Midwest–East. The NAO 
is related to the strength and location of the jet and 
the extratropical storm track over the North Atlantic 
(Hurrell et al. 2003). Negative AO indicates colder 
temperatures and more frequent winter storms over 
the Midwest–East.

Figure 2 shows the mean 500-hPa geopoten-
tial heights and anomalies from climatology for 
December–February 2011/12 and 2013/14. The pat-
tern for 2011/12 was a classic positive AO (Fig. 2a) 
with negative anomalies near the pole, positive anom-
alies in the midlatitudes, and a generally zonal flow 
across the Western Hemisphere. This pattern would 
be consistent with an extension of the jet over the 
eastern North Pacific, which limits the opportunities 
for Arctic intrusions into the United States. Figure 2b 
shows a very different pattern in 2013/14. Positive 
anomalies greater than 200 m over the Gulf of Alaska 
disrupt the eastward extension of the Pacific jet. The 
ridging associated with these anomalies extended 
northward all the way to the pole and was associated 
with enhanced troughing of the central portions of 
Canada and the United States. The resulting cross-
polar f low transported cold Siberian air into the 
Midwest–East region.

Energy meteorologists often look for ways to 
forecast changes in the AO and the NAO because of 
their large impact on Midwest–East temperatures. 
The stratosphere provides one such source of pre-
dictability (Thompson and Wallace 1998; Baldwin 
and Dunkerton 1999, 2001; Black 2002; Gerber et al. 
2012). The stratosphere has a long memory, which 
makes it useful for long-range forecasting (Newman 
and Rosenfield 1997; Baldwin et al. 2003; Gerber et al. 
2012). Variations in the stratospheric polar vortex can 
be observed on average 3 weeks before they propagate 
downward and manifest themselves in the tropo-
sphere (Thompson and Wallace 1998; Baldwin and 
Dunkerton 1999, 2001; Black 2002; Gerber et al. 2012). 
Accurate representation of the stratosphere also plays 
a role in the skill of dynamical models (Tripathi et al. 
2014). Initialization differences in the stratosphere 
can affect tropospheric forecasts at leads as short as 
a few days (Charlton et al. 2004; Jung and Barkmeijer 
2006; Gerber et al. 2012). Conversely, improvements 
to model forecasts of the stratosphere can improve the 
tropospheric skill for forecasts as long as 3–4 weeks 
(Roff et al. 2011).

Sudden stratospheric warming (SSW) is a no-
table exception to the stratosphere’s otherwise slow 
evolution. About every other year, the Northern 
Hemisphere stratospheric polar vortex abruptly 

Fig. 3. For the winter (Nov–Mar) of 2011/12 (blue) and 2013/14 (red) along with the minimum, maximum, and 
10th, 30th, 50th, 70th, and 90th percentiles for the period covering 1978/79–2013/14, (a) the 10-hPa zonal-mean 
zonal wind (m s−1) at 60°N and (b) the 10-hPa zonal temperature (K) at 80°N. Data from the National Aeronautics 
and Space Administration (NASA) Modern-Era Retrospective Analysis for Research and Applications (MERRA; 
Rienecker et al. 2011).
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weakens and the stratosphere dramatically warms 
(Labitzke 1972; Gerber et al. 2012). These SSWs typi-
cally lead to negative AO conditions in the troposphere 
that can persist for up to 2 months and are associated 
with persistent cold anomalies over the Midwest–
East (Baldwin and Dunkerton 2001; Thompson and 
Wallace 2001; Thompson et al. 2002).

Figure 3 shows two zonal-mean diagnostics of the 
stratospheric polar vortex, 10-hPa zonal wind and 
temperature, during November–March 2011/12 and 
2013/14. Both years experienced increases in high-
latitude 10-hPa temperatures that coincided with 
weakening of the 10-hPa westerlies. These warm-
ing events did not meet the World Meteorological 
Organization (WMO) criteria for a major SSW 

because the zonal-mean circulation never reversed 
sign from westerly to easterly. However, the strato-
sphere does not need to experience a major SSW for 
stratospheric thermal and wind anomalies to impact 
the tropospheric circulation (Tripathi et al. 2014). 
For example, the 10-hPa zonal wind rapidly deceler-
ated from over 35 to less than 10 m s−1 during the 
first week of January 2012. Consistent with previous 
studies (Thompson and Wallace 1998; Baldwin and 
Dunkerton 1999, 2001; Black 2002; Gerber et al. 2012), 
this stratospheric warming was associated with a shift 
in the tropospheric AO index from +2.2 in December 
2011 to −0.2 in January 2012 (Fig. 8c).

Despite the zonal-mean similarities in 2011/12 and 
2013/14 (Fig. 3), the two winters exhibited notably 

Fig. 4. The departure from GFS analysis zonal-mean geopotential height on 1 Jan 2012 at (a) 10 hPa, 
every 150 m, and (b) 100 hPa, every 50 m, as well as on 1 Jan 2014 at (c) 10 hPa, every 150 m, and (d) 
100 hPa, every 50 m. The 60°N latitude circle represents the characteristic polar vortex edge.
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different spatial wave structures in the stratosphere 
(Fig. 4). The stratospheric pattern was predominantly 
wavenumber 1 in early January 2012 (Figs. 4a,b), 
whereas it was closer to wavenumber 2 in January 
2014 (Figs. 4c,d). Comparing Figs. 2 and 4 illus-
trates that anomalous 500-hPa geopotential height 
anomalies over North America in both winters were 
connected with similar anomalies in the stratosphere. 
For example, the anomalous 500-hPa trough over 
the Midwest–East responsible for the cold winter of 
2013/14 (Fig. 2b) extended upward and linked to the 
wavenumber-2 structure in the stratospheric polar 
vortex (Figs. 4c,d).

The areal extent of snow cover over Eurasia 
(Robinson et al. 1993) represents another source 
of predictability for the AO/NAO. Above-normal 
Eurasian snow cover in October can lead to a more 
negative AO/NAO throughout the winter (Cohen and 
Entekhabi 1999; Cohen et al. 2010; Cohen and Jones 
2011; Smith et al. 2011). The enhanced Eurasian snow 
strengthens the Siberian high, and these anomalies 
may propagate vertically into the stratosphere where 
they have more lasting effects on the AO/NAO.

TROPICAL TELECONNECTIONS. ENSO is 
an important tool for seasonal temperature forecast-
ing. El Niño events are typically associated with warm 
winter temperatures in the Midwest–East region, 
whereas La Niña winters are generally cooler than 
normal (Ropelewski and Halpert 1986; Harrison and 
Larkin 1998; Higgins et al. 2002; Chiodi and Harrison 

2013). The warm signals over North America primar-
ily occur with conventional eastern Pacific warming 
events and less frequently with central Pacific warm-
ing events (Larkin and Harrison 2005; Weng et al. 
2009; Chiodi and Harrison 2013).

Just as ENSO is the leading mode of tropical inter-
annual variability, the MJO is the leading mode on 
intraseasonal time scales. The MJO moves eastward 
in the tropics with a period of 30–60 days (Zhang 
2005), and its tropical convection interacts with 
circulations around the globe, including weather pat-
terns over North America (Becker et al. 2011; Zhou 
et al. 2012; Riddle et al. 2013; Johnson and Feldstein 
2010; Schreck et al. 2013; Zhang 2013). Dynamical 
models are only just beginning to tap the long-range 
predictability of the MJO (Gottschalck et al. 2010; 
Weaver et al. 2011), so it represents a key opportunity 
for human forecasts to improve upon those from the 
models. The MJO’s 30–60-day period lends itself to 
the analog methods that many energy meteorologists 
use for long-range forecasting. They predict the evo-
lution of the MJO on Wheeler and Hendon’s (2004) 
real-time multivariate MJO (RMM) index and then 
extrapolate Midwest–East temperatures based on 
composites for each of the RMM’s eight phases. Those 
temperatures tend to be warmer in the 6–10 days fol-
lowing phases 3–5 and cooler following phase 8 (Zhou 
et al. 2012; Schreck et al. 2013). The RMM index can 
be sensitive to higher-frequency equatorial waves 
(Roundy et al. 2009), so forecasters often comple-
ment the index by examining Hovmöller diagrams 

Fig. 5. Dec–Feb anomalies relative to 1981–2010 of (a),(c) optimum interpolation (OI) SST (Reynolds et al. 2007; 
Reynolds 2009; Banzon and Reynolds 2013) and (b),(d) High Resolution Infrared Radiation Sounder (HIRS) OLR 
(Lee et al. 2007) for (top) 2011/12 and (bottom) 2013/14.
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of daily OLR anomalies (Wheeler 
and Weickmann 2001; Liebmann 
and Smith 1996; Lee 2014).

Figure 5 shows global maps of 
sea surface temperatures (SSTs; 
Reynolds et al. 2007; Reynolds 2009; 
Banzon and Reynolds 2013) and 
outgoing longwave radiation (OLR; 
Lee et al. 2007), two fields that en-
ergy meteorologists use to identify 
tropical forcing for Midwest–East 
temperatures. They are particularly 
concerned with the SST patterns 
over the tropical Pacific, which de-
fine the characteristics of the ENSO 
state more than any single index 
(e.g., Fig. 8a) (Trenberth 1997). OLR 
is similarly important for identifying 
variability in tropical convection, 
which acts as a bridge between the 
SSTs and Midwest–East tempera-
tures (Chiodi and Harrison 2013).

The winters of 2011/12 and 
2013/14 both featured cooler-than-
normal SSTs in the equatorial central 
Pacific coincident with positive OLR 
anomalies that indicate atmospheric 
subsidence (Fig. 5). These features 
were stronger in 2011/12 and extend-
ed farther into the western Pacific. 
The enhanced convection near the 
South China Sea in 2011/12 and the 
accompanying upper-tropospheric 
outf low could have played a role 
in the extended Pacific jet seen in 
Fig. 2a (Kiladis and Weickmann 
1992; Matthews et al. 2004; Johnson and Feldstein 
2010). Similarly, the enhanced convection in the 
western Pacific during 2013/14 was consistent with 
the more amplified flow that winter.

Another unique feature in 2013/14 was the un-
usually warm (>2.5°C) SST anomalies in the Gulf of 
Alaska (Fig. 5c). These SSTs were more than 1.0°C 
warmer than any previously experienced in that 
region during December–February since the satellite 
record began in 1981/82. Previous studies have gener-
ally concluded that North Pacific SST anomalies are 
driven largely by the local atmospheric circulation 
(Davis 1976; Cayan 1992; Liu et al. 2006). However, 
the SST anomalies can in turn affect the atmospheric 
circulation by forcing a Pacific–North America 
(PNA) like pattern and an enhanced ridge over the 
Gulf of Alaska similar to that seen in Fig. 2b (Peng 

and Whitaker 1999; Liu et al. 2006; Frankignoul and 
Sennéchael 2007).

FLUCTUATING TEMPERATURES, SUPPLY, 
AND DEMAND. Warmth and surpluses in 2011/12. 
Figure 6 shows the evolution of Midwest–East tem-
perature anomalies and the Henry Hub natural gas 
futures price since 2009. The temperature data in this 
study originate from a subset of the Global Histori-
cal Climatology Network-Daily (GHCN-D) dataset 
(Menne et al. 2012), which is currently used in the 
National Oceanic and Atmospheric Administra-
tion/National Centers for Environmental Informa-
tion (NOAA/NCEI) climate division dataset (Vose 
et al. 2014). For most of 2009–11, prices fluctuated 
steadily around $3.00–$5.00 mmBTU−1 (Fig. 6b). 
They had fallen precipitously since their record high 

Fig. 6. Time series of (a) monthly temperature anomalies relative 
to 1981–2010 averaged over the Midwest–East region and (b) daily 
Henry Hub natural gas futures prices. Vertical lines denote Dec–Feb 
seasons that were cold (blue), warm (red), or neutral (gray).
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of $13.58 mmBTU−1 on 3 July 2008 as a result of the 
combination of increased supply from high-volume 
hydraulic fracturing in the Marcellus Shale and a 
generally weak macroeconomy. During the 2011/12, 
natural gas prices fell steadily from $4.85 mmBTU−1 
on 8 June 2011 to an 11-yr low of $1.91 mmBTU−1 on 
19 April 2012. This drop of 61% in 10 months included 
an unusually warm winter that squelched demand 
(Fig. 6b). Midwest–East temperatures were 3.5°C 
above the 1981–2010 normal for December–February, 
culminating in an unprecedented anomaly of +7.0°C 
during March 2012.

Figure 7a shows the distribution of temperature 
anomalies relative to their twentieth-century clima-
tology by state for December–February 2011/12. Every 
state had above-normal temperatures, and 2011/12 
was the third warmest December–February nation-
wide in 119 years of records (Vose et al. 2014). More 
than 20 states from Montana to Maine had one of 
their 10 warmest winters on record. The largest tem-
perature anomalies were concentrated in the Midwest 
and northeastern United States, which explains the 
large impact of this warmth on natural gas prices.

Figure 8 shows the evolution of some of the key tele-
connection indices in re-
cent years. Winter 2011/12 
demonstrated the limita-
tions of using ENSO for sea-
sonal forecasting. La Niña 
during 2011/12 (Figs. 5a 
and 8a) would have sug-
gested cooler Midwest–East 
temperatures, but instead 
those temperatures were ex-
ceptionally warm. This dis-
connect from the expected 
La Niña impacts suggests 
that higher-latitude signals 
may have overwhelmed 
the ENSO signal. Eurasian 
snow cover was below 
normal until November 
(Fig. 8b), which may have 
played a role in the posi-
tive AO/NAO (Figs. 8c,d) 
a nd subsequent wa rm 
Midwest–East temperatures 
that winter. Interestingly, 
Midwest–East tempera-
tures remained above nor-
mal even after the SSW in 
January 2012 (Fig. 3) and 
the subsequent switch to 
negative AO (Fig. 8c).

Figure 9 shows the an-
nual cycle of natural gas 
storage for the last 20 years. 
Storage increases during the 
summer months and then 
that stored gas is consumed 
during the winter. Reserves 
of natural gas were already 
above normal in June of 
2011 (red line). Natural 
gas production has been 

Fig. 7. Statewide Dec–Feb temperature anomalies from their twentieth-
century averages for (a) 2011/12 and (b) 2013/14.
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steadily increasing in recent years with the advent of 
high-volume hydraulic fracturing in the Marcellus 
Shale (Turcotte et al. 2014). Producers further increased 
supply in 2011 to prepare for the possibility of another 
cold winter with above-normal demand, as in the years 
2009/10 and 2010/11. Instead, the extreme warmth 
suppressed demand in 2011/12. Natural gas storage 
attained record seasonal levels from December 2011 
through April 2012, which pushed prices downward.

Unusual heat and sensitivity in March 2012. March 
2012 was exceptional both for its temperatures over 
the United States and their impacts on the natural gas 
markets. March is usually a time when energy traders 
pay less attention to the weather. Temperatures are 
generally milder during early spring (Arguez et al. 
2012), so it is a relative lull in heating and cooling 
demand. Many power plants use early spring for main-
tenance, and these maintenance schedules dominate 
the supply and demand balances. Since humans drive 
these schedules, traders have less clarity in the mar-
ket fundamentals and many of them will limit their 
exposure during this season. However, the warmth 
in March 2012 was so extreme that even the minimal 
amount of heating demand typically associated with 
the month did not materialize. The natural gas markets 
continued to plunge downward, eventually reaching 
an 11-yr low of $1.91 mmBTU−1 on 19 April.

The contiguous United States was 4.95°C above 
its twentieth-century average for March 2012 (3.2 
standard deviations above normal). It was the largest 
positive anomaly for any month since records began 
in 1895. During the course of the month, over 15,000 
warm temperature records were broken at the station 
level. Numerous stations even had daily minimum 
(nighttime) temperatures that exceeded the previ-
ous daily maximum (daytime) temperature records 
for the same date. Figure 10 shows the temperature 
anomalies by state for March 2012. Except for the 
Pacific coast, every state was above their twentieth-
century mean, and 31 states experienced their warm-
est March on record. The warmth was particularly 
strong in the Midwest–East region where 10 states 
were at least 8°C above normal.

A high-amplitude MJO event played a major role 
in this warmth (Dole et al. 2014). Figure 11a shows 
the evolution of the RMM index during this event 
that developed in early February 2012 and continued 
throughout March (Gottschalck et al. 2013). The first 
half of March was spent in phases 3–5, which favor 
warmer Midwest–East temperatures. Schreck et al. 
(2013) recently showed that the MJO’s impacts on 
North American temperatures depend in part on 
the preexisting extratropical circulation. To diag-
nose these effects, they developed the multivariate 
Pacific–North America (MVP) index (Fig. 11b). When 

Fig. 8. Monthly standardized anomalies relative to 1981–2010 of the (a) Niño-3.4, (b) Eurasian snow cover, (c) AO, 
and (d) NAO. Vertical lines are as in Fig. 6.
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this index is negative, as it was during most of March 
2012, the MJO has an even larger warming effect on 
Midwest–East temperatures. Figure 11 suggests that 
both the tropics and extratropics were well positioned 
to yield the extreme warmth that was observed in 
March 2012, as discussed in greater detail by Dole 
et al. (2014).

Cold and depletion in 2013/14. Natural gas prices 
remained volatile but gradually recovered dur-
i ng  2 012 a nd 2 013 a s 
temperatures remained 
closer to normal and the 
surplus gas was consumed 
(Figs. 6 and 9). However, 
t he  w i nter  of  2013/14 
sent another shock to the 
markets. Temperatures 
were 1.6°C below their 
twentieth-century nor-
mal for Midwest–East in 
December–February. The 
coldest temperatures were 
focused on the Midwest 
(Fig. 7b), with seven states 
having 1 of their 10 coldest 
winter seasons. Wisconsin 
bore the brunt of the cold. 
The statewide average tem-
perature for December–
Febr ua r y 2013/14 was 
4.0°C below the twentieth-
century average. It was the 
coldest winter for Wiscon-
sin since 1978/79 and the 
fifth coldest on record. In 

addition to the cold temperatures, 
New York, New York; Philadelphia, 
Pennsylvania; Chicago; and Boston 
all had 1 of their 10 snowiest winters 
on record, with Detroit, Michigan, 
breaking its December–February 
snowfall record.

ENSO was neutral in 2013/14 
(Fig. 8a), which limited the skill 
of forecasts going into the season. 
Eurasian snow cover was above 
normal in September and October 
(Fig. 8b), which would favor a nega-
tive AO/NAO and cold Midwest–
East temperatures. The cold tem-
peratures materialized (Fig. 6a) even 
though the negative AO/NAO did 

not (Fig. 8c,d). The widespread cold in 2013/14 drove 
up natural gas prices and exhausted the surpluses of 
storage (Figs. 6b and 9). Natural gas storage plum-
meted from the fifth highest in the 21-yr record 
in November 2013 to fourth lowest in April 2014 
(Fig. 9). Concerns about potential natural gas shortages 
(Friedman 2014) drove the Henry Hub futures price 
up 141% from $3.45 mmBTU−1 on 4 November 2013 
to $6.15 mmBTU−1 on 19 February 2014, the highest 
price since before the macroeconomic crash in 2008.

Fig. 9. Seasonal cycle of weekly natural gas in underground storage 
for each year from 1994/95 to 2013/14.

Fig. 10. As in Fig. 7, but for Mar 2012.
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Markets and models. One example of the 
market’s reaction to the models happened 
on Tuesday, 31 December 2013. While the 
markets were closed over the previous 
weekend, the ECMWF ensemble trended 
substantially warmer in its 11–15-day 
forecasts. Figure 12 shows changes of 
more than 10°F (5.6°C) for portions of the 
Midwest–East region compared with the 
previous forecast. The market remained 
stable on Monday as the GFS continued 
to predict a colder solution. However, the 
1200 UTC GFS forecast from Tuesday, 31 
December, demonstrated a shift toward 
warmer temperatures (not shown) similar 
to the one observed in the ECMWF fore-
casts a few days earlier (Fig. 12). This 
prompted the larger weather vendors, 
including Weather Services International 
(WSI) and EarthSat, to issue warmer out-
looks. This consensus on a warmer forecast 
for week 2 triggered a selloff. Natural gas 
futures contracts for February (NGG4) 
declined from an opening of $4.43 to $4.23 
mmBTU−1 at closing, resulting in a 4.4% 
loss in a single day (Malik 2013). If a trader 
had foreknowledge that the forecast would 
continue trending warmer, they could have 
sold their natural gas holdings ahead of 
this decline.

The warmer forecast was accurate, 
with warmer temperatures suppressing 
demand during an otherwise cold winter in 
2013/14. The shift toward warmer forecasts 
coincided with a sharp increase in wave 
propagation upward into the stratosphere 
(not shown). Resolving this upward surge 
in wave activity may have improved the 
models’ initialization of the stratospheric 
circulation and enabled them to identify 
this warmer solution (Charlton et al. 2004; 
Jung and Barkmeijer 2006; Roff et al. 2011; 
Gerber et al. 2012).

SUMMARY. This study used the extreme winters of 
2011/12 and 2013/14 to examine the use of weather 
and climate data in the natural gas markets. While 
natural gas prices fluctuate with variations in both 
supply and demand, the events presented here were 
driven largely by demand related to temperatures 
over the northeastern quadrant of the United States 
(Midwest–East; Fig. 1). These linkages were apparent 
as prices fell during the extremely warm winter of 

2011/12 and then rose again during the cold winter 
of 2013/14.

Energy companies trade monthly futures contracts 
to hedge their risk against these weather-driven 
f luctuations, as well as to speculate and increase 
their overall profitability. Everyone in the market 
has roughly equal access to guidance from dynamical 
models, so the market reacts strongly to changes in 
these forecasts. Traders look to energy meteorologists 
and weather vendors to provide them with long-
range temperature forecasts that can improve upon 

Fig. 11. (a) The Wheeler and Hendon (2004) RMM index and 
(b) MVP index for Feb–Mar 2012.
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the models. These forecasts often rely on historical 
analogs based on teleconnection indices in the tropics 
and the Arctic. In this study, we examined how the 
markets and those teleconnections evolved during 
2011/12 and 2013/14.

Winter 2011/12 was exceptionally warm (Fig. 7a), 
which suppressed natural gas demand. Combined with 
increased natural gas production, the lack of demand 
led to record surpluses in natural gas storage (Fig. 9) 
and sharp declines in prices (Fig. 6b). The warmth in 
2011/12 was consistent with a classic positive AO pat-
tern (Fig. 2a). That pattern was dominated by zonal flow 
around the Northern Hemisphere and an elongated 
Pacific jet that minimized the opportunities for cold-
air outbreaks into the United States. The stratospheric 
vortex broke down in the first week of January 2012 
(Fig. 3a), linked to a weakening of the positive AO 
(Fig. 8c). The warmth in the Midwest–East continued 
and even intensified in association with intraseasonal 
and synoptic-scale features, including an unusually 
strong MJO (Fig. 11) (Dole et al. 2014). As a result, 
March 2012 was the most anomalously warm month 
on record for the United States since 1895. Natural gas 

prices are usually more stable during March, but this 
extreme anomaly drove prices down to an 11-yr low.

Winter 2013/14 presented a sharp contrast to 
2011/12, as Midwest–East temperatures were anoma-
lously cold (Fig. 7b). The resulting demand consumed 
the remaining surplus of natural gas inventory (Fig. 9) 
and drove prices upward (Fig. 6b). The cold in 2013/14 
emanated from a Northern Hemisphere pattern domi-
nated by anomalous ridging over the Gulf of Alaska 
(Fig. 2b). The ridge extended all the way to the pole and 
transported cold air from Siberia to North America. 
This ridge and the downstream trough over North 
America were both vertically deep features that were 
linked with a wavenumber-2 pattern in the strato-
spheric polar vortex (Figs. 2b and 4c,d). The result-
ing cold temperatures quickly led natural gas prices 
upward to their highest levels in 6 yr (Figs. 6b and 9).

The fluctuations in natural gas prices during the 
extreme winters of 2011/12 and 2013/14 underscore 
the susceptibility of our economy to ever-changing 
weather patterns. Continuing improvements to long-
range forecasts will increase the efficiency of our 
energy markets. Ongoing advancements in numerical 

Fig. 12. Difference in forecast surface temperatures valid at 1800 UTC 11 Jan 2014 between 
ECWMF ensemble runs initialized at 0000 UTC 29 Dec and 1200 UTC 28 Dec 2013.
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weather prediction are an obvious avenue for such 
improvements. Another would be developing new 
analog methods to harness the increasing number of 
long-term homogenized satellite climate data records 
(National Research Council 2004). Both pathways 
would enable energy companies to plan and adapt 
more quickly to future extremes.
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